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Abstract

Although vast amounts of textual data are freely available, many NLP algo-
rithms exploit only a minute percentage. In this paper, we study the challenges of
working at the terascale and survey reasons why researchers are not fully utilizing
available resources. As a case study, we present a terascale algorithm for mining
is-a relations that achieves better performance as compared to a state-of-the-art
linguistically-rich method.

1 Introduction

The Natural Language Processing (NLP) community has recently seen a growth in
corpus-based methods. Algorithms light in linguistic theories but rich in available
training data have been successfully applied to several applications such as machine
translation [15], information extraction [9], and question answering [5, 17].

In the last decade, we have seen an explosion in the amount of available digital
text resources. It is estimated that the Internet contains hundreds of terabytes of text
data, a sizable amount of which is in an unstructured format. State of the art search
engines index more than four billion web pages. Yet, many NLP algorithms tap into
only megabytes or gigabytes of this information.

In this paper, we study the challenges of working at the terascale and survey reasons
why researchers are not fully utilizing available resources. We present an algorithm for
extracting is-a relations designed for the terascale and compare it, in a preliminary
study, to a state of the art method that employs deep analysis of text. We show that
by simply utilizing more data on this task, we can achieve similar performance to a
linguistically rich approach. Is-a relations are roughly characterized by the questions
What/Who is X?. Examples of is-a relation are:

1. Red is a color.
2. United States is a country.
3. Martin Luther King was a leader.
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In the above examples, we call red, United States, and Martin Luther King in-
stances of the respective concepts color, country and leader.

2 Related Work

Banko and Brill [1, 2] investigated the advantages of working with very large corpora.
In particular, they worked on the problem of confusion set disambiguation. It is the
problem of choosing the correct use of a word from a confusion set such as � principle,
principal � , � then, than � , � to, two, too � , and � weather, whether � . They empirically
proved the following:

1. The learning curve is generally log-linear irrespective of the algorithm.
2. Simple and sophisticated algorithms have comparable performance with very

large amounts of data. In particular, the technique of voting by using different classi-
fiers trained on the same corpus seems to be ineffective in improving performance with
large amounts of data.

3. One can achieve good performance by using supervised learning techniques and
by employing active learning and sample selection.

4. Weakly supervised techniques almost seem to have little effect on performance
accuracy.

Curran and Moens [7] experimented with corpus size and complexity of proximity
features in building automatic thesauri. The important message to be taken home from
these papers is that working with more data definitely helps.

3 Why NLP Researchers Haven’t used Terabytes of Data
to Date?

Statistical/Empirical techniques employed by NLP researchers to date operate on data
on the order of megabytes or gigabytes. We argue that this is because of the following
reasons:

1. A lot of NLP researchers have successfully made use of supervised training ap-
proaches to build several applications. Examples include POS taggers and syntactic
parsers. These algorithms make use of tagged data by humans (e.g. FrameNet, Penn
Tree Bank). This is a time consuming and extremely costly process.

2. Many applications such as Question Answering (QA) make use of NLP tools
(e.g. syntactic parsers) which require large amounts of processing time and are not
easily scalable to terabytes of data.

3. Many unsupervised algorithms (e.g. clustering algorithms) are not linear with
respect to the size of the corpus. Hence, they work well only on a small corpus size
and cannot be scaled to the terabyte level.

4. Terabytes of text data is not made readily available to NLP researchers by orga-
nizations like LDC (Linguistic Data Consortium). Acquiring large collections require
downloading data from the Internet which is an extremely time consuming process re-
quiring expertise in networking, distributed computing and fault tolerance.



Table 1: Projected rate of increase for various technologies.

Technology Rate of increase
Processor Speed 100% every 1.5 years

Hard Disk Capacity 100% every year
Hard Disk Access 10% every year

5. Most of the NLP research groups do not have the necessary infrastructure (e.g.
hardware, software, support staff, money) to work with such kinds of data.

4 Challenges of Working with Terabytes of data

Working on terabytes of data poses new challenges which require various engineering
and algorithmic changes to the current approaches. Some of the basic challenges are:

1. Algorithms: Algorithms have to be strictly linear with respect to the size of the
corpus O(n). It is impossible to work with algorithms which are more than linear with
the current computing power. Also, algorithms should involve only unsupervised or
semi-supervised machine learning techniques. It is not trivial to hand tag data which is
in the order of terabytes.

2. Storage: How would one store terabytes of data? The answer to this question
is straightforward – hard disks. It is estimated that data storage capacity doubles every
year1. A terabyte of data today costs less than $5,000. It is estimated that by the early
2010s we could buy a petabyte of data for the same cost as a terabyte costs today.

3. Data access: What is the rate at which one could access data? The data access
rate from hard drives has only been growing a rate 10% a year, thus, growing an order
of magnitude slower than the data storage rate. This probably means that we have to
rethink the ways in which we access data. As we learnt in basic Computer Science
textbooks, accessing a random location on a disk involves an overhead in terms of disk
head rotation and seeking. This is a major source of delay. Disks allow roughly 200
accesses per second. So, if one reads only a few kilobytes in every disk access, it will
take almost a year to read data from a 20 terabyte disk [10]. To significantly simplify
our data access problems we may need to start using our disks as tapes, i.e., start using
the inexpensive disks as tape drives by performing sequential access. If one reads and
writes large chunks of data, data access speeds can be increased 500 times. Table 1
summarizes the differences in speeds for various technologies.

4. NLP tools: Which NLP tools could one use? One of the biggest achieve-
ments in NLP in the 1990s has been the availability of free tools to perform various
tasks such as syntactic parsing, dependency parsing, discourse parsing, named-entity
identification, part of speech taggers, etc. Almost all of these tools work linearly on an
inter-sentence level. This is because they treat each sentence independently from other
sentences. (However, in the intra-sentence level these tools may perform non-linearly

1This statement holds true only after 1989. Between 1960 and 1989 data storage grew only at the rate of
30%.



Table 2: Approximate processing time on a single Pentium-4 2.5 GHZ machine for a 1
Terabyte text corpus.

Tool Processing time
POS Tagger 125 days
NP Chunker 216 days

Dependency Parser 10.2 years
Syntactic Parser 388.4 years

Table 3: Examples of is-a relation.

Co-occurrence-based system Pattern-based system
Instance Concept Instance Concept
azalea flower American airline
bipolar disorder disease Bobby Bonds coach
Bordeaux wine radiation therapy cancer treatment
Flintstones television show tiramisu dessert
salmon fish Winona Ryder actress

as a function of the number of words in the sentence.) We study and apply various
off-the-shelf tools to data sets and estimate the amount of time taken to process a ter-
abyte corpus. We take Brill’s part of speech tagger [4], noun phrase chunker CASS [3],
Lin’s dependency parser Minipar [11], and Charniak’s syntactic parser [6]. Results are
shown in Table 2. It is very clear that terabyte-sized experiments cannot use any NLP
tools in the current form.

5. Computing Power: What computer should one use? Computers have been
following Moore’s law: computer processing speed doubles every 18 months. An ex-
citing development over the past years has been the availability of cluster computers
to NLP researchers. Cluster computers are relatively cheaper as compared to Vector
computers because they are built from cheap and mass-produced Intel processors with
free Linux operating system, installed on them. Cluster computers also have a gigabit
switch between them, acting like a cheap context switch. Using a cluster computer
with hundreds of nodes, part of speech tagging and noun phrase chunking becomes
manageable at the terascale level. However, syntactic parsers and dependency parsers
are still too slow.

5 Is-a Relation Extraction

As a case study, we now proceed to briefly describe two models to extract of is-a rela-
tions: 1. Co-occurrence model which employs linguistically-rich motivated features. 2.
Pattern-based model which employs linguistically-light features such as lexical words
and POS tokens. Details of these models appear in [14]. Some examples of extracted
is-a relations are shown in Table 3.



5.1 Co-occurrence Model

The co-occurrence model as proposed by Pantel and Ravichandran [13] employs clus-
tering technology to extract is-a relations. Clustering by Committee (CBC) [12] is
used to extract clusters of nouns belonging in the same semantic class. The clustering
algorithm employs as features the grammatical contexts of words as output by the de-
pendency parser Minipar [11]. As an example, the output of the clustering algorithm
for the fruit sense of orange would contain the following members:

� ... peach, pear, apricot, strawberry, banana, mango, melon, apple, pineapple,
cherry, plum, lemon, grapefruit, orange, berry, raspberry, blueberry, kiwi, ... �

For each cluster, certain signature features are extracted which are known to signify
is-a relations. Examples of such features include appositives (e.g. ... Oracle, a com-
pany known for its progressive employment policies, ..) and nominal subjects (e.g. ...
Apple was a hot young company, with Steve Jobs in charge.). These signature features
are used to extract the name of each cluster. The highest ranking name of each cluster
is used as the concept for each member of the cluster. For example, the top five ranking
names for a cluster containing the following elements:

� ...Curtis Joseph, John Vanbiesbrouck, Mike Richter, Tommy Salo.. �
are:

1) goalie
2) goaltender
3) goalkeeper
4) player
5) backup
The syntactical co-occurrence approach has worst case time complexity O( �

�
k),

where n is the number of words in the corpus and k is the feature-space. Just to parse a
1 TB corpus, this approach requires approximately 10.2 years (see Table 2).

5.2 Pattern-based Model

The pattern based algorithm was specifically designed to be scalable to the terabyte
level. It makes use of only POS and surface text patterns. It consists of the following
steps:

1. Learn lexico-POS patterns that signify is-a relations using a bootstrapping ap-
proach. The following patterns are learnt from this procedure along with their under-
lying part of speech variations:

1. X , or Y
2. X , (a

�
an) Y

3. X , Y
4. Y , or X
5. X , DT Y (WDT

�
IN)

6. X is a Y
7. X , RB known as Y
8. X ( Y )
9. Y such as X
10. X, RB called Y



11. Y like X and
12. NN , X and other Y
13. Y , including X ,
14. Y , such as X
15. Y , especially X

2. Apply the learned patterns to a POS tagged corpus to extract is-a relations.
3. Apply a Maximum Entropy based machine learning filter that exploits redun-

dancy, capitalization and other features to weed out bad relations from legitimate ones.
Details of the Machine Learning filter are given in the next section.

6 Maximum Entropy Filter

In the next step, each extracted noun phrase is passed through a Machine learning filter
which is a model to predict the correctness of the given is-a relation. In the following
section, we describe the model in detail.

6.1 Model

We model a Maximum entropy model to predict the correctness of a given is-a relation
using the following equation.

����� � ���	��
� ��� �����������
� ������� � ���	��
�


� �! ��� ��� �������
� ���! "��� � ���	��
�
 (1)

where,�
is the concept part of is-a relation.�
is the instance part of is-a relation.� � �$#%� �'& ��(*)+),)+�	- � are the M feature functions.� � �$#%� �.& �	(/),)+),��- � are the corresponding M model parameters.��0 � ��1 � � �3254 �

�7698;:
� � the decisions to be made for every instance-concept pair.

The features used to model the Eq. 1 can be classified into the following four main
categories:

1. Capitalization features: These features check to see if certain nouns of the
instance-concept begins with a capitalized letter or not. Some features are used
to check if the entire instance is capitalized.

2. Pattern-based features: These features check to see what kind of pattern trig-
gered this particular instance-concept pair.

3. Lexicalized features: These type of features checks to see if the head noun of
the concept contains suffixes such as er, or, ing, ist, man, ary, ant. Honorific
mentions such Mr., Dr., Ms. are also checked.



Table 4: Precision and Recall Results on True relations using Machine Learning Filter.

Sample Size Precision Recall
500 78% 84%

4. Co-occurrence based features: In this category we calculate how many times
the instance-concept pair was independently observed in the corpus.

6.2 Training

We randomly sampled 1000 examples from the extracted list of is-a relations and asked
a human to tag as correct or incorrect. We used 500 examples from the above set for
training and 500 examples for testing and development.

We use Gradient Iterative Scaling algorithm (GIS) [8] to train our Maximum En-
tropy model implemented by YASMET 2.

6.3 Results

The results of the output of the Machine Learned filter are shown are shown in Table 4.
We caution the readers that these are only the precision and recall results for the output
of the Machine Learning filter. They do not measure the actual precision wherein we
fuse duplicate instance-concept pairs into one output. Similarly they do not measure
the actual recall of the system.

The above pattern-based algorithm runs in linear time, O(n), where n is the size of
the corpus.

7 Experiments with Corpus Size

For a pilot study, we study the task of mining is-a relations as a function of corpus
size. For this purpose the data set is divided into different sets: 1.5 megabytes, 15
megabytes, 150 megabytes, 1.5 gigabytes, 6 gigabytes and 15 gigabytes. Three systems
are evaluated:

1. Co-occurrence based system (as described in subsection 5.1).
2. Pattern-based system without the application of the Maximum Entropy based

filter (as described in subsection 5.2)
3. Pattern-based system with the application of the Maximum Entropy based filter

(as described in section 6).
Note that the 15GB corpus was too large to process for the Co-occurrence model.

Table 5 tabulates the results. For precision calculations, we extract 50 instances (from
the is-a list) from each system trained from different corpus size, at random. For each
instance we extract the top 3 frequently occurring concepts. These are then judged

2YASMET – Yet Another Small Maximum Entropy Toolkit – http://www.isi.edu/ � och/YASMET/



Table 5: Approximate corpus size and instance-concept pairs extracted

Corpus Co-occurrence Pattern w/o filter Pattern with filter
Size # Prec. # Prec. # Prec.

1.5 MB 629 4.3% 494 38.7% 303 63.4%
15 MB 8725 14.6% 4,211 39.1% 2,914 55.6%

150 MB 93725 51.1% 40,967 40.6% 26,467 60.6%
1.5 GB 93,725 56.7% 418,949 40.4% 274,716 65.7%

6 GB 171,066 64.9% 1,398,422 46.3% 981,482 76.9%
15 GB Too large to process 2,495,598 55.9% 1,809,579 NA

150 GB ?? ?? ?? ?? ?? ??
1.5 TB ?? ?? ?? ?? ?? ??

manually by a human as being correct, or incorrect. The Kappa statistic [16] measures
the agreements between a set of judges assessments correcting for chance agreements:

� ���������
	�������� 	������� (2)

where, P(A) is the probability of agreement between the judges and P(E) is the proba-
bility that the judges agree by chance on an assessment. An experiment with K = 0.8
is generally viewed as reliable and 0.67 � K � 0.8 allows tentative conclusions.

Results for System 1 (Co-occurrence) and System 2 (Pattern based without filter)
were evaluated with two human judges. The reported Kappa statistics agreement has
a score greater than k = 0.75. However, the evaluation of System 3 is preliminary and
was performed by only one judge.

The graph in Figure 1 shows that the relation between the number of extracted
instance-concept pairs and the corpus size is linear for both pattern-based systems.
However, for the co-occurrence based system, the same relation is sub-linear. Note
that the x-axis (corpus-size) of the graph is on a log scale while the y-axis (extracted
relation-pairs) is on a linear scale.

Figure 2 shows the relationship between the precision of the extracted relations
and the corpus size. It is clear that the precision of each system increases with more
data. We suspect that the precision curve is log-linear. However, only working on a
larger corpus size will prove this point. For small datasets (below 150MB), the pattern-
based (without filter) method achieves higher precision compared to the co-occurrence
method since the latter requires a certain critical mass of statistics before it can extract
useful class signatures. On the other hand, the pattern-based approach has relatively
constant precision since most of the is-a relations selected by it are fired by a single
pattern. Once the co-occurrence system reaches its critical mass (at around 150MB), it
generates much more precise is-a relations. The pattern-based method with filter shows
a lot of promise. However, we again wish to caution the reader that the evaluations for
the pattern-based system with filter was performed using only one human judge and
hence the results are preliminary.

On the 6 GB corpus, the co-occurrence approach took approximately 47 single
Pentium-4 2.5 GHZ processor days to complete, whereas it took the pattern-based ap-
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Figure 1: Graph showing the number of unique instance-concept pair extracted as a
function of corpus size.
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Figure 2: Graph showing the precision of the extracted relations as a function of the
corpus size.



proach only four days to complete. It took the pattern-based system 10 days on 15GB
corpus.

The results are very encouraging for the linguistically-light pattern based method.
The linguistically-rich co-occurrence approach has a problem with respect to scalabil-
ity. Scaling the entire process to a terabyte holds a lot of promise. We expect to see
more relations because proper nouns are potentially an open set and we do learn a lot of
proper nouns. The redundancy factor of the knowledge may help to improve precision.
We plan to use these extracted relations for knowledge acquisition.

8 Conclusion

In this paper, we explored the various challenges associated with working on terabytes
of data. We also made a strong case for working with more data by contrasting two dif-
ferent approaches for extracting is-a relations. The shallow pattern based methods with
a machine filter has better performance than linguistically rich method. Albeit possible
to successfully apply linguistically-light but data-rich approaches to some NLP appli-
cations, merely reporting these results often fails to yield insights into the underlying
theories of language at play. Our biggest challenge as we venture to the terascale is to
use our new found wealth not only to build better systems, but to improve our under-
standing of language.
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